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Abstract We provide an assessment of the current and future states of Arctic sea ice simulated by the
Community Earth System Model version 2 (CESM2). The CESM2 is the version of the CESM contributed
to the sixth phase of the Coupled Model Intercomparison Project (CMIP6). We analyze changes in Arctic sea
ice cover in two CESM2 configurations with differing atmospheric components: the CESM2(CAM6) and
the CESM2(WACCM6). Over the historical period, the CESM2(CAM6) winter ice thickness distribution is
biased thin, which leads to lower summer ice area compared to CESM2(WACCM6) and observations. In
both CESM2 configurations, the timing of first ice‐free conditions is insensitive to the choice of CMIP6
future emissions scenario. In fact, the probability of an ice‐free Arctic summer remains low only if global
warming stays below 1.5°C, which none of the CMIP6 scenarios achieve. By the end of the 21st century,
the CESM2 simulates less ocean heat loss during the fall months compared to its previous version, delaying
sea ice formation and leading to ice‐free conditions for up to 8months under the high emissions scenario.
As a result, both CESM2 configurations exhibit an accelerated decline in winter and spring ice area, a
behavior that had not been previously seen in CESM simulations. Differences in climate sensitivity and
higher levels of atmospheric CO2 by 2100 in the CMIP6 high emissions scenario compared to its CMIP5
analog could explain why this winter ice loss was not previously simulated by the CESM.

Plain Language Summary We provide a first look at the current and future states of Arctic sea
ice as simulated by the Community Earth System Model version 2 (CESM2), which is part of the newest
generation of large‐scale climate models. The CESM2 model has two configurations that differ in their
representation of atmospheric processes: the CESM2(CAM6) and the CESM2(WACCM6). We find several
differences in the simulated Arctic sea ice cover between the two CESM2 configurations, as well as compared
to the previous generation of the CESM model. Over the historical period, the CESM2(CAM6) model
simulates a winter ice cover that is too thin, which leads to lower summer ice coverage compared to the
CESM2(WACCM6) model and observations. In both CESM2 configurations, the probability of the Arctic
becoming nearly ice free at the end of the summer remains low only if global warming stays below 1.5°C.
In addition, the specific year a first ice‐free Arctic is reached is not sensitive to the future greenhouse gas
emissions trajectories considered here. In contrast to the previous generation of the CESM, both CESM2
configurations project an accelerated decline in winter and spring ice area by the end of the 21st century
if greenhouse gases emissions remain high.

1. Introduction

In recent decades, the Arctic sea ice cover has changed dramatically, with negative linear trends in sea ice
extent in all months (Stroeve & Notz, 2018). The loss of summer sea ice has been particularly striking, with
decreases of roughly 50% and 66% in September ice extent and thickness since 1979, respectively (Comiso
et al., 2017; Kwok, 2018; Stroeve & Notz, 2018). Newly available climate model simulations from the sixth
phase of the Coupled Model Intercomparison Project (CMIP6; Eyring et al., 2016) represent a powerful tool
for advancing our understanding of present and future changes in the Arctic climate system. The Sea‐Ice
Model Intercomparison Project (SIMIP; Notz et al., 2016) community has recently found that CMIP6 model
performance in simulating Arctic sea ice is similar to CMIP5 and CMIP3 in many aspects but that the sen-
sitivity of Arctic sea ice to changes in the forcing is generally better captured by CMIP6 models (SIMIP
Community, 2020).
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The Community Earth System Model version 2 (CESM2; Danabasoglu et al., 2020) is the contribution of
the National Center for Atmospheric Research (NCAR) to CMIP6. Two separate CESM2 configurations
that differ only in their atmosphere model have been contributed to CMIP6. The Community Earth
System Model (CESM) and its various iterations have been widely used in the past to understand the
changing Arctic and have performed well in capturing the Arctic mean sea ice state, trends, and varia-
bility (e.g., Barnhart et al., 2016; DeRepentigny et al., 2016; England et al., 2019; Jahn et al., 2016; Labe
et al., 2018). The goal of this paper is to provide an overview of the major Arctic sea ice features in the
CESM2 during the 20th and 21st centuries that are of interest to the Arctic and global climate change
communities. Specifically, we assess the performance of the two CESM2 configurations over the histor-
ical period in comparison with both the previous CESM version and available observations (section 3).
This is followed by an analysis of the future evolution of the Arctic sea ice cover in the two configura-
tions, including determining when an ice‐free Arctic may occur (section 4) and documenting a dramatic
winter and spring ice loss in the late 21st century due to a reduction in oceanic heat loss in fall (sec-
tion 5), something that had not been previously seen in the CESM model over the 21st century.
Finally, we present some initial analysis of a reduction in the simulated negative trends of Arctic sea
ice cover at the historical‐scenario transition (section 6). The source of the differences in Arctic sea
ice simulations between the two CESM2 configurations in the preindustrial simulations is analyzed in
a companion paper by DuVivier et al. (2020).

2. Data and Methods
2.1. CESM2

The CESM2 is a community‐developed, fully‐coupled earth system model publicly available at www.cesm.
ucar.edu/models/cesm2/. It is the latest generation of the CESM and NCAR's contribution to CMIP6. Two
separate CESM2 configurations have been contributed to the CMIP6 effort, differing only in their atmo-
sphere component: the “low‐top” (40 km, with limited chemistry) Community Atmosphere Model version
6 (CAM6; Danabasoglu et al., 2020) and the “high‐top” (140 km, with interactive chemistry) Whole
Atmosphere Community Climate Model version 6 (WACCM6; Gettelman, Mills, et al., 2019). The
CESM2 presents several science and infrastructure changes that have been fully documented in
Danabasoglu et al. (2020). In particular, the CESM2 shows large reductions in low‐latitude precipitation
and shortwave cloud radiative forcing biases, resulting in improved historical simulations with respect
to the available observations compared to its previous major release, the CESM1.1 (Hurrell et al., 2013).
As a result of an improved cloud distribution compared to the CESM1.1, increased cloud feedbacks in
the CESM2 lead to a higher equilibrium climate sensitivity (ECS; Gettelman, Hannay, et al., 2019) that
is more than 1°C above the ECS of the CESM1.1 (Danabasoglu et al., 2020) and at the upper end of the
range of CMIP6 models (Meehl et al., 2020).

The CESM2 uses a nominal 1° (1.25° longitude × 0.9° latitude) horizontal resolution configuration, with the
Parallel Ocean Program version 2 (POP2; Smith et al., 2010) as its ocean component and the Community
Land Model version 5 (CLM5; Lawrence et al., 2019) as its land component. The “low‐top” CAM6 atmo-
sphere model has 32 vertical levels, and the model top reaches into the stratosphere at 3.6 hPa. The “high‐
top” WACCM6 model has 70 vertical levels and a model top in the lower thermosphere at 6 × 10−6 hPa.
The vertical levels in CAM6 and WACCM6 are identical up to 87 hPa. A major difference between the
two atmosphere models is that WACCM6 has interactive chemistry with 228 prognostic chemical species,
including an extensive representation of secondary organic aerosols (Tilmes et al., 2019). WACCM6 simula-
tions were used to force the CAM6 simulations at the model top, so that both model configurations use the
same forcing. The two CESM2 configurations will be referred to as CESM2(CAM6) and CESM2(WACCM6)
hereafter.

For its sea ice component, the CESM2 uses the Los Alamos Sea Ice Model version 5.1.2 (CICE5; Hunke
et al., 2015), which has the same horizontal grid as the ocean component POP2 (as decribed in
Danabasoglu et al., 2012). CICE5 uses the mushy‐layer thermodynamics scheme (Turner & Hunke,
2015) rather than that of Bitz and Lipscomb (1999) which was used in CICE4, the sea ice component
of CESM1. Further changes in CICE5 include a salinity‐dependent freezing point for seawater (Assur,
1960), a prognostic vertical profile of ice salinity, and an updated melt pond parameterization (Hunke
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et al., 2013). In order to better represent salinity and temperature pro-
files in sea ice, the vertical sea ice resolution has been increased from
four layers in CICE4 to eight layers in CICE5 and from one to three
layers for the vertical snow resolution.

The CESM2 historical simulations extend from 1850 to 2014, with 11
ensemble members for CESM2(CAM6) (Danabasoglu, 2019a) and three
for CESM2(WACCM6) (Danabasoglu, 2019i) (Table 1). Each ensemble
member is branched from a random year in its respective preindustrial
control simulation. The future simulations extend from 2015 to 2100
and follow the Shared Socioeconomic Pathways (SSPs; O'Neill et al.,
2014), a new scenario framework designed to account for future socio-
economic development in addition to climate change resulting from

increasing greenhouse gas emissions. Currently, CESM2 simulations following four different SSPs are
available (Danabasoglu, 2019b, 2019c, 2019d, 2019e, 2019j, 2019k, 2019l, 2019m), and the number of
ensemble members for each of the different simulations is given in Table 1. Most of the analysis pre-
sented in this paper is done using the historical and SSP5‐8.5 (high challenges for mitigation and low
challenges for adaptation, as described in O'Neill et al., 2016) simulations, unless noted otherwise.
Note that even though the CMIP5 Representative Concentration Pathway 8.5 (RCP8.5; Van Vuuren et al.,
2011) and the CMIP6 SSP5‐8.5 scenarios are designed to result in the same radiative forcing when
applied in a simple climate model (O'Neill et al., 2016), the prescribed concentration of greenhouse
gases, land use change, and other external forcings differ substantially between the two. Notably, the
SSP5‐8.5 scenario reaches higher atmospheric CO2 concentration by the end of the century (see
Figure 3 of O'Neill et al., 2016). The different transient nature of the forcings and different radiative
feedbacks in the models will influence the radiative imbalance at the top of the atmosphere that results
by 2100. Hence, some combination of differences in the forcing and the higher ECS in the CESM2 com-
pared to the CESM1 (Gettelman, Hannay, et al., 2019) leads to an additional 1°C of warming in the
CESM2 compared to the CESM1 by the end of the 21st century (Meehl et al., 2020).

Note that here we use the CESM2(CAM6) future scenario simulations contributed to the CMIP6 archive in
May 2020. The initial CESM2(CAM6) future scenario simulations submitted to the CMIP6 archive had to be
retracted in April 2020 because anthropogenic and biomass burning secondary organic aerosol emissions
were set to zero starting in 2015 in error and have been replaced by the new runs analyzed here. For
Arctic sea ice, no impact of this erroneous forcing in the future scenario simulations is detectable within
the limits of internal variability, so any results based on the previous CESM2(CAM6) Arctic sea ice output
remain valid (e.g., SIMIP Community, 2020) but will differ in their internal variability from the new set of
runs shown here.

We use sea ice area as our primary variable to describe sea ice coverage instead of extent since sea ice extent
is a strongly grid‐dependent, nonlinear quantity, making model comparisons less accurate (Notz, 2014).
Note however that we use sea ice extent in section 4 where we discuss ice‐free conditions in the Arctic to
allow for comparison with previous studies that all define ice‐free conditions in terms of ice extent. An
assessment of the effect of using extent rather than area to define ice‐free conditions is provided in
section 4.

2.2. CESM Large Ensemble

Results from the CESM2 simulations are compared to the previous version of the CESM, the CESM1.1‐
CAM5 (Hurrell et al., 2013). In particular, we use the CESM Large Ensemble (CESM‐LE; Kay et al., 2015),
a 40‐member ensemble experiment (Table 1) that has been widely used for Arctic sea ice studies and gener-
ally performs well when compared to observations (e.g., Barnhart et al., 2016; DeRepentigny et al., 2016;
England et al., 2019; Jahn et al., 2016; Kirchmeier‐Young et al., 2017; Smith, & Jahn, 2019; Swart et al.,
2015). It follows the RCP8.5 scenario with the same radiative imbalance by 2100 as the SSP5‐8.5 scenario
used to force the CESM2. The CESM‐LE historical simulations span 1920 to 2005, while the RCP8.5 simula-
tions cover 2006 to 2100.

Table 1
Number of Ensemble Members for the Different CESM2 Simulations and
the CESM‐LE

CESM2(CAM6) CESM2(WACCM6) CESM‐LE

Historical 11 3 40
SSP1‐2.6 3 1 —

SSP2‐4.5 3 3 —

SSP3‐7.0 3 3a —

SSP5‐8.5 3 3 —

RCP8.5 — — 40
aMembers #2 and #3 only extend to the end of 2055.
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2.3. Observational Data Sets for Comparison

To assess how realistic the CESM2 simulations are in terms of Northern
Hemisphere monthly sea ice area over the satellite era, we use the
National Snow and Ice Data Center (NSIDC) Sea Ice Index version 3
(Fetterer et al., 2017) between 1979 and 2020, with the observational pole
hole filled assuming sea ice concentration of 100%. We also use sea ice
concentration data derived from passive microwave brightness tempera-
ture from the National Oceanic and Atmospheric Administration
(NOAA)/NSIDC Climate Data Record (Meier et al., 2017; Peng et al.,
2013) to identify the location of the observed sea ice edge (defined as the
15% sea ice concentration contour). For the analysis of sea ice thickness,
we do not compare model results to reanalyzed or observational estimates
as those still exhibit substantial uncertainties (Bunzel et al., 2018;
Chevallier et al., 2017).

3. Historical Arctic Sea Ice
3.1. September—Arctic Sea Ice Minimum

Over the historical period, the simulated September pan‐Arctic sea ice
cover differs greatly between the CESM2(CAM6) and the CESM2
(WACCM6) (Figures 1a and 2a–2f). The September ice area in CESM2
(WACCM6) compares well with observations over the satellite era
(Figures 1a and 2d–2f). Conversely, the CESM2(CAM6) September ice
area is consistently lower than observed (Figure 1a), with too little ice in
the Pacific and Eurasian sectors of the Arctic (Figures 2a–2c). DuVivier
et al. (2020) found that differences in ice area already exist between
CESM2(CAM6) and CESM2(WACCM6) in their preindustrial control
simulations, with the largest differences in the summer months. These
discrepancies in ice area and volume can be attributed to thinner early
spring clouds in the CESM2(CAM6), which drive a strong ice‐albedo feed-
back and result in a lower ice area in September and significantly thinner
ice year‐round (DuVivier et al., 2020). Compared to the spread of the
CESM‐LE, the CESM2(CAM6) September sea ice area is consistently less

extensive, while the CESM2(WACCM6) sea ice area falls at the low end of the range of internal variability of
the CESM‐LE (Figure 1a). Compared to the available CMIP6 simulations (SIMIP Community, 2020), the
CESM2(CAM6) falls at the low end of the spread while the CESM2(WACCM6) is found in the lowest one
third of the CMIP6 model spread (Figure 1a).

The decline in summer ice area at the end of the 20th century occurs more rapidly in the CESM2
(Figures 2a–2f) than in the CESM‐LE (Figures 2g–2i) and results in a Northern Hemisphere September
sea ice area for the CESM2(WACCM6) that compares more favorably to observations at the start of the
21st century (Figure 1a). The CESM2(CAM6) sea ice coverage (Figures 2a–2c) is consistently less extensive
than the CESM2(WACCM6) and the CESM‐LE almost everywhere in the Arctic, with no ice left in the per-
ipheral seas at the end of the summer. By the 2000s, sea ice is confined to the Central Arctic in the
CESM2(CAM6), with open‐water conditions over a large area of the Pacific, Eurasian, and Atlantic sec-
tors of the Arctic Ocean.

3.2. March—Arctic Sea Ice Maximum

At the Arctic sea ice maximum in March, sea ice area is comparable to observations in both CESM2 config-
urations, whereas it is generally too extensive in the CESM‐LE (Figure 1b). The lower March sea ice area in
the CESM2 compared to the CESM‐LE is mainly due to less ice coverage in the Pacific Ocean south of the
Bering Strait (not shown), and these differences in winter ice coverage between the two model versions
get larger toward the end of the historical period (Figure 1b).

Figure 1. Time evolution of (a) September and (b) March Arctic sea ice
area in the observations (red), the CESM2(CAM6) (orange), the
CESM2(WACCM6) (blue), the CESM‐LE (dark gray), and the CMIP6
model spread (light gray). The vertical double‐dashed lines indicate the
transition year between historical and future simulations in CMIP6.
Note that the reduction of the spread across CMIP6 models at the
historical‐scenario transition is due to a lower number of available
simulations under the SSP5‐8.5 scenario compared to historical
simulations. The CMIP6 range shown here is the same as in SIMIP
Community (2020).
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In addition to ice area, an accurate representation of winter ice thickness is important to effectively charac-
terize the sea ice state in light of the inverse relationship between sea ice volume and the efficiency of ther-
modynamic processes such as sea ice growth and melt (Bitz & Roe, 2004). This relationship impacts the
simulated Arctic sea ice volume variability on long time scales and thus the projected evolution of Arctic
sea ice (Massonnet et al., 2018). Compared to 5 years of gridded ICESat satellite sea ice thickness data in
February and March (2003–2007), DuVivier et al. (2020) found that the CESM2(WACCM6) agrees better
with observations than the CESM2(CAM6), despite ICESat observations showing a higher fraction of thick
ice (>2m) than both CESM2 configurations (see their Figure 4a). We find that during the 1980s, the
CESM2(CAM6) March ice thickness distribution is biased thin compared to the CESM2(WACCM6) and
the CESM‐LE (Figure 3a). In particular, the CESM2(CAM6) distribution is unimodal, with a peak in ice

Figure 2. Ensemble mean, decadal mean September sea ice concentration during the 1980s (a, d, g), 1990s (b, e, h), and 2000s (c, f, i) in the CESM2(CAM6) (a–c),
the CESM2(WACCM6) (d–f), and the CESM‐LE (g–i). The decadally averaged observed sea ice edge (defined as the 15% sea ice concentration contour) is
indicated by the pink line.
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thickness at ∼1.5 m and an asymmetric tail toward thicker ice. This unimodal structure is also present
during the early 20th century of the CESM2(CAM6) historical simulations (not shown). On the other
hand, the CESM2(WACCM6) and the CESM‐LE have similar, bimodal ice thickness distributions
(Figure 3a) with a high percentage of thin ice (ranging from 1.2–2.0 m) and a similarly high percentage of
thick ice (ranging from 3.0–4.0 m). The shape of the ice thickness distribution in the CESM2(CAM6) is
associated with a low winter mean sea ice thickness, with a sea ice cover up to 1.5 m thinner over most of
the Arctic Ocean compared to the CESM2(WACCM6) and the CESM‐LE (Figures 4a, 4d, and 4g).

During the 1990s, the CESM2(WACCM6) gains ice in the thinner categories at the expense of the thicker
categories, whereas the CESM‐LE retains its characteristic bimodal shape with similar fractions of ice across
the two modes (Figure 3b). The loss of thick ice (>3m) in the CESM2(WACCM6) occurs mainly over the
Central Arctic (Figure 4e). For the CESM‐LE, the loss of thick ice over the Central Arctic begins in the
2000s, reaching a similar winter state as the CESM2(WACCM6) a decade later on average (Figures 3b, 3c,
4e, and 4i). At the start of the 21st century, the CESM2(WACCM6) exhibits a unimodal shape similar to
the CESM2(CAM6), but with the peak of the distribution slightly shifted toward thicker ice categories
(Figure 3c). By the 2010s, all three model simulations show substantially reduced fractions of ice thicker
than 3m, with the peak of each distribution centered around ice thicknesses of 1–2m (Figure 3d).

4. Ice‐Free Conditions

In both CESM2 configurations, we find that the timing of first summer ice‐free conditions (defined as
pan‐Arctic monthly sea ice extent below 1 million km2) is insensitive to the choice of future emissions sce-
nario considered here (i.e., SSP1‐2.6, SSP2‐4.5, SSP3‐7.0, and SSP5‐8.5; Figure 5a). The absence of a

Figure 3. Fraction of total March ice area (where ice concentration is greater or equal to 15%) for different ice thickness
categories during the (a) 1980s, (b) 1990s, (c) 2000s, and (d) 2010s in the CESM2(CAM6) (orange), the CESM2(WACCM6)
(blue), and the CESM‐LE (gray). The solid line and the lower/upper dotted lines show the mean and the minimum/
maximum across all ensemble members, respectively. In panel (d), given the different number of ensemble members
in the historical (2010–2014) and the SSP5‐8.5 (2015–2019) simulations of the CESM2(CAM6), only ensemble
members that cover the full decade are used.
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relationship between the year of first September ice‐free conditions and the different SSPs in the CESM2
implies that internal variability, not differences in future anthropogenic emissions as represented by the
CMIP6 future scenarios, ultimately determines the year of first ice‐free conditions in the Arctic. This is in
agreement with an earlier study using the CESM1.1 (Jahn, 2018), as well as with the CMIP6 models
overall (SIMIP Community, 2020). The lack of a scenario impact on the timing of a first ice‐free Arctic
can be explained by the fact that the atmospheric CO2 concentration and resulting global mean
temperature change from the different SSPs only start to substantially diverge between 2040 and 2060 (see
Figure 3 of O'Neill et al., 2016), after the Arctic has already become ice free in September in the CESM2
and most CMIP6 models (SIMIP Community, 2020). Furthermore, as the mean sea ice state approaches
ice‐free conditions, the importance of internal variability has been shown to increase relative to the forced
change necessary to melt the remaining sea ice cover in September (Jahn et al., 2016).

Figure 4. Ensemble mean, decadal mean March ice thickness during the 1980s (a, d, g), 1990s (b, e, h), and 2000s (c, f, i) in the CESM2(CAM6) (a–c),
the CESM2(WACCM6) (d–f), and the CESM‐LE (g–i). Note that the spacing of the color shading is uneven to highlight the thinner ice categories.
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Given that we find no CMIP6 scenario impact on the timing of first ice‐free conditions in September, the
CESM2 simulations from each configuration can be combined to obtain a distribution of the year of first
September ice‐free conditions (Figure 5b). Consistent with a lower mean sea ice state, the CESM2(CAM6)
generally reaches ice‐free conditions earlier than the CESM2(WACCM6), with the first ice‐free year occur-
ring in 2010 for one of the CESM2(CAM6) ensemble members and in 2035 for two CESM2(WACCM6)
ensemble members (Figure 5b). Despite this 25 year difference in their first ice‐free year, the distributions
of first September ice‐free conditions in both CESM2 configurations overlap with each other, as well as with
the range of the CESM‐LE. The internal variability uncertainty on the year of first September ice‐free con-
ditions spans 32 and 19 years for the CESM2(CAM6) and the CESM2(WACCM6) ensembles, respectively,
compared to 21 years of internal variability prediction uncertainty for the CESM‐LE (Figure 5b; see also
Jahn et al., 2016).

Despite seeing no impact of the choice of CMIP6 future emissions scenario on the first year of an ice‐free
Arctic, we still find a relatively low probability of a September ice‐free Arctic in a given year in the
CESM2 if global warming is limited to 1.5°C rather than 2.0°C (Figure 6b), in agreement with previous stu-
dies (Jahn, 2018; Sanderson et al., 2017; Sigmond et al., 2018). In the CESM2(CAM6), the probability of
September ice‐free conditions in a given year for an annual mean global temperature anomaly of 1.5°C is
6.1%, compared to 0% in the CESM2(WACCM6) and the CESM‐LE (Figure 6b). For a global warming of
2.0°C, the probability of ice‐free conditions in a given year increases to 83% in the CESM2(CAM6), compared
to 7.0% in the CESM2(WACCM6) and 22% in the CESM‐LE. These ice‐free probabilities for 2.0°C of warm-
ing in the two CESM2 configurations bracket the probabilities found in previous studies for warming limited
to 2.0°C, which vary between 16% and 34% (Jahn, 2018; Sanderson et al., 2017; Sigmond et al., 2018). All
model simulations predict a nearly 100% chance of September ice‐free conditions in a given year for 3.0°C

Figure 5. Timing of first ice‐free Arctic: (a) Year of first September ice‐free conditions in the CESM2(CAM6) (circles) and
the CESM2(WACCM6) (diamonds) over the historical period (black) and the different future emissions scenarios
(colors). The symbols with a dot in the middle indicate that two ensemble members reach first ice‐free conditions in the
same year. (b) Percentage of the total number of ensemble members reaching first September ice‐free conditions in a
given year in the CESM2(CAM6) (orange; total of 13 ensemble members), the CESM2(WACCM6) (blue; total of 10
ensemble members), and the CESM‐LE (gray; total of 40 ensemble members). For the CESM2(CAM6) and the
CESM2(WACCM6), this is done by combining the historical and all future simulations into one single distribution.
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of global warming (Figure 6b), similar to the probability of 90–100% found
by Sigmond et al. (2018) using indirectly constrained 3°C stabilized warm-
ing simulations. The higher probabilities of ice‐free conditions in the
CESM2(CAM6) can be explained by generally lower September sea ice
extent for any 5‐year annual mean global temperature anomaly in this
configuration compared to all other model simulations analyzed here
(Figure 6a), a result of the lower winter ice thickness at the end of the his-
torical period (see Figures 4a–4c and section 3.2).

Note that here we calculate the probability of ice‐free conditions in
September for 5‐year annual mean global temperature anomalies within
±0.1°C of different levels of warming using every year of the historical
and future simulations. This method differs from previous studies (Jahn,
2018; Sanderson et al., 2017; Screen & Williamson, 2017; Sigmond et al.,
2018), which themselves all differ in their methodology. To quantify the
effect of the method choice on the probabilities found, we apply our meth-
odology to the same set of CESM1.1 stabilization experiments previously
used in Jahn (2018) and Sanderson et al. (2017). We find that the probabil-
ities are comparable but slightly lower when using our method: 0.7% ver-
sus 2.5% for 1.5°C of warming and 30% versus 34% for 2.0°C of warming.
Furthermore, we find that our method yields comparable though slightly
lower ice‐free probabilities in a given year using transient versus stabiliza-
tion simulations from the same model (the CESM1.1): 0% versus 0.7% for
1.5°C of warming and 22% versus 30% for 2.0°C of warming, respectively.
This is consistent with the expectation that transient simulations likely
underestimate the true probability of ice‐free conditions for a climate
around a specific value of global warming, due to an inadequate sampling
of internal variability (Jahn, 2018; Screen, 2018; Sigmond et al., 2018) and
the potential impact of a delayed oceanic response to atmospheric warm-
ing on sea ice (Gillett et al., 2011; Sigmond et al., 2018). At the same time,
these comparisons show that our method to assess ice‐free conditions pro-
vides probabilities within 10% of previously used methods and between
transient and stabilization experiments. As such, our method may be a
useful technique to assess ice‐free probabilities in a given year in transient
simulations, in particular in the absence of stabilization experiments.

When using sea ice area rather than extent to define ice‐free conditions (as
done in SIMIP Community, 2020), the 1 million km2 threshold is crossed
earlier. As a result, the probabilities of ice‐free conditions in a given year
using sea ice area are about twice what we show here for a warming of up
to 2.0°C, with smaller differences between an extent‐based and an
area‐based threshold as the probabilities increase for larger warming.
Hence, despite differences in methodology, the CESM2 results are overall
consistent with previous studies that showed that by limiting global

warming to 1.5°C, the probability of Arctic ice‐free conditions in a given year is low, increases for a warming
of 2.0°C, and can be expected every year for a warming of 3.0°C or more (Jahn, 2018; Sigmond et al., 2018).

5. Accelerated Decline in Winter and Spring Ice Cover

Toward the end of the 21st century, both CESM2 configurations simulate an accelerated decline in sea ice
area during the winter and spring months (Figure 7). This winter and spring ice loss is not seen in the pre-
vious version of the CESM and results in monthly ice area values that fall significantly below the range of
internal variability of the CESM‐LE (Figure 7). Both CESM2 configurations even simulate ice‐free condi-
tions for up to 8months per year by 2100, with only the months of February to May showing a pan‐Arctic
ice extent larger than 1 million km2 (not shown) compared to a maximum of five months of ice‐free

Figure 6. Ice‐free Arctic as a function of global warming: (a) September
sea ice extent as a function of 5‐year annual mean global temperature
anomaly in the CESM2(CAM6) (orange circles), the CESM2(WACCM6)
(blue diamonds), and the CESM‐LE (gray squares) over the historical
period and the different future emissions scenarios. The horizontal dashed
line indicates ice‐free conditions of 1 million km2, and the vertical
dash‐dotted line indicates 1.5°C of global warming. (b) Probability of
September ice‐free conditions for different values of 5‐year annual mean
global temperature anomaly in the CESM2(CAM6) (top), the
CESM2(WACCM6) (middle), and the CESM‐LE (bottom). The probability
is calculated for temperature anomalies within ±0.1°C of each target
level of warming. All temperatures shown here use the 2‐m air temperature
variable output, and temperature anomalies are calculated with respect
to each ensemble member's 1850–1920 average.
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conditions for the CESM‐LE (Jahn, 2018). Some other CMIP6 models show a similar acceleration of the
March sea ice area decline over the last 20–30 years of the 21st century (see Figure 2c of SIMIP
Community, 2020). The retreat of March ice area originates in the Chukchi Sea in the 2070s in the
CESM2(CAM6) and the 2080s in the CESM2(WACCM6), leaving a large portion of the Pacific sector of
the Arctic ice free by the 2090s (Figures 8a–8f). The CESM‐LE only starts to show a similar winter ice loss
in the Chukchi Sea at the end of the century, lagging the CESM2(CAM6) by two decades and the
CESM2(WACCM6) by one decade (Figures 8g–8i). This lag between the different model versions is
consistent with a similarly delayed response of winter ice thickness over the historical period (Figure 4).

The discrepancies in the time evolution of winter and spring ice area between the two CESM versions
(Figure 7) arise as the CESM2 reaches a very different climate at the end of the 21st century compared to
the CESM‐LE. Despite the same top‐of‐atmosphere radiative forcing in the SSP5‐8.5 and RCP8.5 scenarios
in 2100, the SSP5‐8.5‐forced CESM2 simulates higher annual Arctic (and global) temperatures by 2100 com-
pared to the RCP8.5‐forced CESM‐LE (Figure 9b). These higher temperatures are likely a result of the higher
ECS in the CESM2 compared to the CESM‐LE (Gettelman, Hannay, et al., 2019; Meehl et al., 2020) as well as
differences in the applied forcing. When considering the evolution of March ice area as a function of CO2

concentration, the CESM2 largely falls within the range of internal variability of the CESM‐LE
(Figure 9a). Similar results are found for the evolution of March sea ice area as a function of annual
Arctic temperature (Figure 9b). However, toward the end of the CESM‐LE simulations (i.e., around CO2

concentrations of 900 ppm and annual mean Arctic temperatures of −4°C), the approximately linear rela-
tionship between March sea ice area and atmospheric CO2 and Arctic temperature breaks down as the
CESM2 reaches a considerably warmer climate than the CESM‐LE (Figures 9a and 9b). This points to a non-
linear behavior of winter Arctic sea ice area that was not sampled in the CESM‐LE. Due to the differences in
greenhouse gas trajectories and climate sensitivities between CMIP5 and CMIP6, comparing simulated sea
ice properties as a function of CO2 concentration or temperature rather than time is found to be a more
appropriate way to assess differences in sea ice evolution. However, care should be taken when comparing
model versions with different climate base states in terms of temperature anomaly rather than absolute tem-
perature. We find that while the evolution of March sea ice area as a function of Arctic temperature is con-
sistent across the three CESM simulations (Figure 9b), it is not the case when assessed in terms of Arctic

Figure 7. Time evolution of Arctic sea ice area from January to June (a–f) in the observations (red), the CESM2(CAM6)
(orange), the CESM2(WACCM6) (blue), and the CESM‐LE (gray).
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temperature anomaly (Figure 9c). The evolution of March sea ice area as a function of annual Arctic
temperature anomaly generally only overlaps with the lower end of the range of the CESM‐LE, which
means that the CESM2 simulates a less extensive winter ice cover for the same annual Arctic temperature
anomaly (Figure 9c). This is due to the fact that the annual Arctic mean temperature of the reference
period 1850–1920 used to calculate temperature anomalies is higher by about 3°C in the CESM2
compared to the CESM‐LE (McIlhattan et al., 2020). As such, a smaller temperature anomaly in the
CESM2 compared to the CESM‐LE for the same March ice area does not correspond to a lower absolute
temperature in the CESM2 if the difference in temperature anomalies is smaller than the difference in the
mean temperatures of the reference period.

The accelerated decline in winter and spring ice cover in the CESM2 compared to the CESM‐LE is driven in
large part by changes in ocean heat loss during the preceding fall. As the Arctic goes ice free every summer in
all three CESM simulations in the late 21st century, differences in winter ice area are related to the amount
of ice formed during fall and winter. Before ice formation can commence in the fall, all of the mixed layer
heat accumulated over the summer must be released to the atmosphere for the surface temperature of the
ocean to drop below the freezing point of seawater. Similar sea surface temperatures at the sea ice

Figure 8. Ensemble mean, decadal mean March ice concentration during the 2070s (a, d, g), 2080s (b, e, h), and 2090s (c, f, i) in the CESM2(CAM6) (a–c), the
CESM2(WACCM6) (d–f), and the CESM‐LE (g–i).
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minimum (Figures S1a, S1e, and S1i in the supporting information) and no significant differences in volume
and heat transports through the Bering Strait between the CESM2 and the CESM‐LE in the late 21st century
(not shown) suggest that the mixed layer heat accumulated over the summer is similar across the
simulations. Hence, differences in ice formation result mainly from differences in the rate of oceanic heat
loss in the fall. Indeed, we find that the ocean loses less heat to the atmosphere during the fall months in
the CESM2 compared to the CESM‐LE over the last two decades of the 21st century (Figure 10),
preventing the formation of sea ice in the CESM2 by keeping most of the Arctic Ocean at temperatures
above freezing (Figure S1). The reduced ocean heat loss in the CESM2 is related to warmer Arctic air
temperatures and a reduced air‐sea temperature gradient compared to the CESM‐LE (Figure 9b).

As a result of the late 21st century reduction in winter and spring ice area in the CESM2, the pan‐Arctic
open‐water period is about 1 to 2 months longer than in the CESM‐LE (Figure 11). Compared to monthly
mean sea ice area, the open‐water period is a more practical metric for stakeholders who rely on predicted
ice‐free conditions (Barnhart et al., 2016; Parkinson, 2014). The open‐water period is defined as the total
number of days at each grid point between 1 March and 28 February of the next year when sea ice is not pre-
sent, using a 15% sea ice concentration threshold to define the presence or absence of sea ice (Bliss et al.,
2019). Over most of the Arctic basin, the CESM2 open‐water period varies between 200 and 365 days in
the 2090s (Figures 11c and 11f), in contrast to an open‐water period of 140 to 240 days in the CESM‐LE
for the same period (Figure 11i). A later sea ice freeze‐up is found to contribute more to the overall lengthen-
ing of the open‐water period in the CESM2 than an earlier sea ice break‐up (Figures S2 and S3), consistent
with previous work (Wang et al., 2018) and with the reduced ocean heat loss found during the fall
(Figure 10). Indeed, sea ice break‐up occurs about 15 days earlier across the whole Arctic basin in the
CESM2 compared to the CESM‐LE over the last three decades of the 21st century (Figure S2), whereas
sea ice freeze‐up occurs up to 1 month later (Figure S3). Such a lengthening of the open‐water period would
have tremendous impacts on the Arctic climate system, from changes in regional oceanic heat budgets to

Figure 9. March sea ice area as a function of (a) annual global atmospheric CO2 concentration, (b) annual Arctic
temperature, and (c) annual Arctic temperature anomaly over the historical period and all future emissions scenarios
for the CESM2(CAM6) (orange circles), the CESM2(WACCM6) (blue diamonds), and the CESM‐LE (gray squares).
Arctic temperatures are calculated over the region north of 70°N, and temperature anomalies are calculated with respect
to each ensemble member's 1850–1920 average. All temperatures shown here use the 2‐m air temperature variable
output.
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modification of the timing of phytoplankton blooms and a shortening of the primary hunting season of large
animals such as walruses, seals, and polar bears (Fernández‐Méndez et al., 2015; Moore &Huntington, 2008;
Perovich et al., 2007; Post et al., 2013; Stroeve et al., 2014).

6. Sea Ice Trends at the Historical‐Scenario Transition

Around the transition between historical and future simulations, we find that the 20‐year linear trends in
September sea ice area in the CESM2 change abruptly from strongly negative to zero or even slightly positive
(Figure 12; end years 2010–2025). This behavior is present in all ensemble members of both the
CESM2(CAM6) and the CESM2(WACCM6) and across all future emissions scenarios (Figure 12), but not
in the CESM‐LE (Figures 12d and 12h; gray shading). It also appears in all months of the year, although it
is most pronounced in the months surrounding the sea ice minimum (August–October) when negative

Figure 10. Ensemble mean net surface ocean heat flux averaged over 2080 to 2099 for the months of October (a, d, g), November (b, e, h), and December (c, f, i) in
the CESM2(CAM6) (a–c), the CESM2(WACCM6) (d–f), and the CESM‐LE (g–i). Negative values indicate heat loss from the ocean to the atmosphere.
The cyan line indicates the monthly mean 15% sea ice concentration contour averaged over the same years and all ensemble members. No cyan line in a panel
indicates that if there is any sea ice, sea ice concentration is below 15% everywhere.
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trends are largest (not shown). September sea ice volume trends also show a similar pattern as sea ice area
(Figure S4). This implies that the Arctic sea ice cover is also not thinning over this period, in addition to no
loss in ice area. The cause of the reduced negative trends in ice area and volume is currently unknown and
requires further work beyond the scope of this paper. Nevertheless, it is important to highlight this feature of
the CESM2 simulations here, as it may impact other aspects of the Arctic and global climate in the CESM2.
While we do not currently know the cause of this pattern, we have been able to rule out a few possible
explanations.

Although natural climate variability can cause positive 20‐year trends in Arctic sea ice (Kay et al., 2011), we
find that the change in the CESM2 trends is likely not the result of internal variability, given that all ensemble
members from all CMIP6 scenarios show such a pattern (Figure 12). We have also ruled out a number of for-
cings as the cause of the pattern in the trends. In particular, we calculated the same 20‐year linear trends in
September sea ice area and volume using the AerChemMIP hist‐piNTCF (Danabasoglu, 2019g), hist‐1950HC
(Danabasoglu, 2019f), and SSP3‐7.0‐lowNTCF (Danabasoglu, 2019h) simulations and found similar results

Figure 11. Ensemble mean, decadal mean length of the open‐water period during the 2070s (a, d, g), 2080s (b, e, h), and 2090s (c, f, i) in the CESM2(CAM6) (a–c),
the CESM2(WACCM6) (d–f), and the CESM‐LE (g–i).
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(Figures 12g and S4g). TheAerChemMIP simulations useWACCM6 as their atmospheric component and are
meant to quantify the effect of chemistry and aerosols in CMIP6 (as described in Collins et al., 2017). The
hist‐piNTCF simulation covers the historical period 1850–2014, with emissions of near‐term climate
forcers (NTCFs: methane, tropospheric ozone and aerosols, and their precursors) fixed at preindustrial
levels at the start of the simulation. The hist‐1950HC simulation also covers the historical period 1850–
2014 and branches from the CMIP6 historical simulation at year 1950 with chlorofluorocarbon (CFC) and
hydrochlorofluorocarbon (HCFC) concentrations fixed at 1950 conditions, resulting in a 20th century
climate without an ozone hole. The two AerChemMIP historical simulations show a stabilization of the
trends in ice area toward the end of the historical period, similar to the CESM2(WACCM6) historical
simulations (Figure 12g). Therefore, these particular forcings are likely not the cause for the stabilization
of the trends in ice area at the end of the historical period. The SSP3‐7.0‐lowNTCF simulations start at the
end of the historical simulations and are branched from the three CESM2(WACCM6) historical ensemble

Figure 12. Twenty‐year linear trends in September ice area in the CESM2(CAM6) (a–d) and the CESM2(WACCM6) (e–h) under the historical forcing (black) and
different future emissions scenarios (colors). Panel (g) also includes 20‐year linear trends in September ice area from three AerChemMIP experiments (Collins
et al., 2017). The range of trends in September ice area across all ensemble members of the CESM‐LE (gray shading) is shown for the historical period in all
panels and additionally for the RCP8.5 scenario in panels (d) and (h). Values on the x axis indicate the end year of the 20‐year period over which linear trends
are calculated. The horizontal dashed lines indicate no trend, and the vertical double‐dashed lines indicate the transition year between historical and future
simulations in the CESM2.
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members. They are run for 41 years following the SSP3‐7.0‐lowNTCF scenario, a version of the SSP3‐7.0 sce-
nario with cleaner air quality policies. All three ensemble members show a similar behavior during the first
10–15 years of the future simulations as the three CESM2(WACCM6) SSP3‐7.0 ensemble members
(Figure 12g), indicating that the specific aerosol and ozone precursors that are kept at a “clean” level are
likely not the cause of the change in trends either. Finally, given that anthropogenic and biomass burning
secondary organic aerosol emissions were set to zero from 2015 onward in the initial CESM2(CAM6) future
scenario simulations (see section 2.1 formore details) and that these simulations also showed this trend beha-
vior (not shown), the anthropogenic and biomass burning secondary organic aerosol emissions can also be
ruled out as a possible explanation for this pattern in the trends.

7. Conclusions

In this contribution, we presented an analysis of some key metrics of the historical and future simulations
from two configurations of the CESM2 compared to its previous version, the CESM‐LE, as well as observa-
tions. We found that the winter ice thickness distribution of the CESM2(CAM6) configuration is biased thin
over the historical period, which leads to lower September sea ice area compared to the CESM2(WACCM6),
the CESM‐LE, and observations. As a result, the CESM2(CAM6) generally reaches first September ice‐free
conditions earlier than the CESM2(WACCM6) and the CESM‐LE. The timing of first September ice‐free
conditions in the Arctic is found to be insensitive to the choice of CMIP6 future emissions scenario in both
CESM2 configurations. Instead, the first year of an ice‐free September is determined by internal variability,
with the CESM2 showing a two to three decade uncertainty range, similar to the two decades found in the
CESM‐LE (Jahn et al., 2016). Regarding the response of Arctic sea ice to global warming, the CESM2 simu-
lates a low probability of ice‐free conditions in September if warming is limited to 1.5°C but increases for any
additional warming, consistent with previous studies (Jahn, 2018; Sanderson et al., 2017; Screen &
Williamson, 2017; Sigmond et al., 2018). By the late 21st century, the CESM2 exhibits an accelerated decline
in winter and spring ice area that was not sampled in the CESM‐LE simulations. However, when looking at
the evolution of March ice area as a function of atmospheric CO2 or Arctic temperature rather than time, the
two versions of the CESM model are consistent and the differences in their time evolution arise as the
CESM2 reaches higher CO2 concentrations and Arctic temperatures than those in the CESM‐LE. Our results
suggest that reaching CO2 concentration higher than 900 ppm and annual mean Arctic temperatures higher
than−4°C could lead to an accelerated loss of winter and spring sea ice in the Arctic. The different simulated
climate by 2100 between the CESM1 simulations with CMIP5 forcing versus the CESM2 simulations with
CMIP6 forcing results in less ocean heat loss during the fall months in the CESM2. This strongly delays
the formation of sea ice by keeping the surface temperature of the ocean above freezing point for a longer
period of time and leads to ice‐free conditions for up to 8months of the year in the CESM2 and an
open‐water period more than 30 days longer than in the CESM‐LE. It is important to note that the evolution
of March ice area is not as consistent between the CESM‐LE and the CESM2 when analyzed as a function of
temperature anomaly rather than absolute temperature due to differences in the mean global temperature of
the reference period (McIlhattan et al., 2020). This highlights the need for caution when comparing model
versions in terms of temperature anomaly, something that is widely done when analyzing the potential
impacts of global warming.

We also document a large reduction in the simulated 20‐year linear trends in September ice conditions, indi-
cating less rapid ice loss and thinning, around the transition between historical and future simulations in the
CESM2. This feature is consistent across both CESM2 configurations, all ensemble members, and all future
scenarios considered here and is also present in all months of the year. Based on preliminary analysis in
section 6, we have ruled out the following explanations for this behavior: internal variability, NTCFs and
their precursors, CFCs and HCFCs, as well as anthropogenic and biomass burning secondary organic aero-
sol emissions. More analysis is needed to understand the causes and implications of this pattern in the Arctic
sea ice trends.

To conclude, our analysis provides the first overview of themajor features of the evolution of Arctic sea ice in
the CESM2 over the 20th and 21st centuries. Overall, the CESM2 reasonably simulates the important proper-
ties of Arctic sea ice, with the CESM2(WACCM6) generally performing better than the CESM2(CAM6) over
the historical period. Differences in the simulated sea ice between the two CESM2 configurations, and
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differences compared to the previous version (CESM‐LE), are important to consider when analyzing other
aspects of these new CMIP6 simulations, in particular in the Arctic. An important bias to keep in mind
for future work involving the CESM2 is the lower‐than‐observed mean state of Arctic sea ice in the
CESM2(CAM6) during the historical period, which results in simulated September ice‐free conditions as
early as 2010. Biased simulations of present‐day sea ice properties, especially Arctic sea ice volume, have
been shown to bias future projections of summer sea ice conditions (Massonnet et al., 2018). This suggests
that the CESM2(WACCM6), with its present‐day Arctic sea ice mean state closer to observations, is the more
appropriate CESM2 configuration contributed to CMIP6 to use for in‐depth studies of future sea ice changes
in the Arctic.

Data Availability Statement

Previous and current versions of the CESM are freely available at www.cesm.ucar.edu/models/?ref¼hp. The
CESM2 data analyzed in this study have been contributed to CMIP6 and are freely available from the Earth
System Grid Federation (ESGF) at https://esgf-node.llnl.gov/search/cmip6/, from the NCAR Digital Asset
Services Hub (DASH) at data.ucar.edu, and from the links provided on the CESM website at www.cesm.
ucar.edu/models/cesm2/. Note that we here use the corrected CESM2(CAM6) future scenario simulations,
uploaded to the CMIP6 archive in May 2020. The CESM‐LE data can be found at www.cesm.ucar.edu/pro-
jects/community-projects/LENS/.
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Erratum

Following the publication of this article, the authors discovered that, contrary to standard protocol, NCAR
continued historical ensemble members 10, 11, and 4 as the future CESM2(CAM6) runs after 2014, not
members 1, 2, and 3 as is the case for the future CESM2(WACCM6) runs. Consequently, the match between
historical and future scenario runs between years 2014 and 2015 was incorrect in the originally published
paper, which affected Figures 3, 12, and S4. These figures have been replaced with versions that line up
the historical and future runs correctly; small changes were made to the markers around years 2015‐2033
in Figures 12a‐d and S4a‐d and to the solid and dotted orange lines in the histogram in Figure 3d. Those
changes do not impact any of the conclusions. This may be considered the official version of record.

10.1029/2020JC016133Journal of Geophysical Research: Oceans

DEREPENTIGNY ET AL. 19 of 19

https://doi.org/10.1002/2014GL060434
https://doi.org/10.5194/essd-5-311-2013
https://doi.org/10.1029/2006JC003558
https://doi.org/10.1126/science.1235225
https://doi.org/10.1029/2019GL086749
https://doi.org/10.1029/2019GL086749
https://doi.org/10.3929/ethz-b-000191578
https://doi.org/10.1038/s41558-018-0137-6
https://doi.org/10.1038/nclimate3248
https://doi.org/10.1038/s41558-018-0124-y
https://doi.org/10.5194/tc-13-1-2019
https://doi.org/10.1002/2013GL058951
https://doi.org/10.1088/1748-9326/aade56
https://doi.org/10.1088/1748-9326/aade56
https://doi.org/10.1038/nclimate2483
https://doi.org/10.1029/2019MS001827
https://doi.org/10.1029/2019MS001827
https://doi.org/10.1002/2014JC010358
https://doi.org/10.1007/s10584-011-0148-z
https://doi.org/10.1016/j.dsr2.2017.11.017
https://doi.org/10.1016/j.dsr2.2017.11.017

